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Abstract Energy decomposition analyses based on the
block-localized wave-function (BLW-ED) method are
conducted to explore the nature of the hydrogen bonds
in DNA base pairs in terms of deformation, Heitler–
London, polarization, electron-transfer and dispersion-
energy terms, where the Heitler–London energy term is
composed of electrostatic and Pauli-exchange interac-
tions. A modest electron-transfer effect is found in the
Watson–Crick adenine–thymine (AT), guanine–cytosine
(GC) and Hoogsteen adenine-thymine (H-AT) pairs,
confirming the weak covalence in the hydrogen bonds.
The electrostatic attraction and polarization effects ac-
count for most of the binding energies, particularly in
the GC pair. Both theoretical and experimental data
show that the GC pair has a binding energy (�25.4 kcal
mol�1 at the MP2/6-31G** level) twice that of the AT
(�12.4 kcal mol�1) and H-AT (�12.8 kcal mol�1)
pairs, compared with three conventional N-HÆÆÆO(N)
hydrogen bonds in the GC pair and two in the AT or H-
AT pair. Although the remarkably strong binding be-
tween the guanine and cytosine bases benefits from the
opposite orientations of the dipole moments in these two
bases assisted by the p-electron delocalization from the
amine groups to the carbonyl groups, model calculations
demonstrate that p-resonance has very limited influence
on the covalence of the hydrogen bonds. Thus, the often
adopted terminology ‘‘resonance-assisted hydrogen
bonding (RHAB)’’ may be replaced with ‘‘resonance-
assisted binding’’ which highlights the electrostatic ra-
ther than electron-transfer nature of the enhanced sta-
bilization, as hydrogen bonds are usually regarded as
weak covalent bonds.

Keywords Hydrogen bond Æ DNA base pair Æ Charge
transfer Æ Electrostatic interaction Æ Resonance-assisted
hydrogen bonding (RAHB)

Introduction

Molecular simulations of biological systems and com-
putational high-throughput screening of drug candidates
rely heavily on the quality of force fields, where the
potential-energy function is generally expressed as the
summation of various bonded and nonbonded energy
terms [1–3]. However, there are few straightforward
experimental proofs to justify the formulations and
magnitudes of these energy terms. Only theoretical
studies can provide valuable insights into the inter-
atomic and intermolecular interactions pivotal for the
development of next-generation force fields. In particu-
lar, force-field formulations and parameterizations may
be monitored and refined by intermolecular interaction-
energy decomposition analyses [4–11]. For instance, it
has been shown that a simple electrostatic model works
impressively well for strong noncovalent cation–p
interactions [12–15], which play a key role in biological
recognition. On the other hand, recent work shows that
the polarization effect is comparable to the magnitude of
electrostatic interactions [16] and consequently a polar-
izable force field is necessary to model cation–p inter-
actions [17]. This dilemma was resolved by our recent
energy-decomposition analyses on a series of cation–p
complexes, where the results show that electrostatic,
polarization and charge-transfer energy terms have good
linear relationships with the total interaction energies
[18]. This finding indicates that if the electrostatic energy
is scaled in a way that the final interaction energies are
close to the experimental or high-level quantum
mechanical results, even simple force fields without ex-
plicit polarization and charge-transfer terms can model
cation–p complexes very successfully.

Similarly, it has also been conceived for a long time
that the hydrogen bonds in the DNA base pairs are
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basically electrostatic in nature [19–21] since nonpo-
larizable force fields have been extensively applied to
simulate DNA interactions and transitions [22, 23],
although this notion is somewhat counterintuitive to
the concept of covalence in hydrogen bonds. Indeed,
recent work by Bickelhaupt and collaborators [24–26]
revealed that the charge-transfer between the lone pairs
on oxygen or nitrogen to the N–H r-antibonds in the
Watson–Crick (WC) pairs are of comparable strength
as electrostatic interactions based on density functional
theory. Because of the significance of this new point of
view in the development of force fields for molecular
dynamics simulations of nucleic acids and proteins,
here I have probed the nature of the hydrogen bonds in
the WC adenine–thymine (AT) and guanine-cytosine
(GC) base pairs using the recently proposed block-
localized wavefunction energy decomposition (BLW-
ED) method [11, 27]. In addition, parallel DNAs have
been found in some hairpins and linear DNAs, and
parallel stranded DNA has been detected in specific
chromosome regions. Instead of the WC hydrogen
bond (H-bond) pairing, parallel stranded DNAs may
adopt the Hoogsteen (H) hydrogen-bond pattern [28],
whereas further detailed molecular dynamics simula-
tions revealed that actually many structures may
coexist in the gas phase [23]. Thus, a Hoogsteen ade-
nine–thymine (H-AT) base pair will also be investigated
in this work. An attractive characteristic of the present
BLW-ED method in comparison with other energy-
decomposition schemes is the construction of an
intermediate diabatic state where charge transfer
among interacting monomers is quenched and the
wavefunction is self-consistently optimized. This kind
of intermediate diabatic state corresponds to a reso-
nance structure (often the most stable) within conven-
tional resonance theory. In such a way, a physical
separation of polarization and charge-transfer effects
and exploration of the charge-transfer effect on geom-
etry, energy, charge redistribution etc. are feasible. It is
also worthwhile to point out that most energy-decom-
position schemes are based on the analysis of an adi-
abatic state wavefunction. In our BLW-ED method,
basis set superposition error (BSSE) [29] is included in
the computational algorithm and attributed to the CT
energy [11]. The method has been applied to a variety
of systems, including cation–p and acid–base com-
plexes, and has shown trivial basis set dependence from
6-31G* to 6-311+G** and cc-pVTZ [18, 30, 31].

Computational methods

In the BLW-ED method, the binding energy DEB at the
Hartree–Fock (HF) level between two monomers A and
B is defined as the sum of deformation energy DEdef

consumed to deform the monomers from their isolated
optimal structures to the geometries in the energy-min-
imum state of dimer AB, and the intermolecular inter-
action energy DEint

DEBðHFÞ ¼ DEdef þ DEint ð1Þ

The latter is the energy variation of the dimer (whose
wavefunction is WAB) relative to the sum of the indi-
vidual energies of monomers (whose wavefunctions are
W0

A and W0
B) with a correction for the BSSE [29] and is

further decomposed into the Heitler–London energy
(DEHL), polarization energy (DEpol) and charge-transfer
energy (DECT) terms

DEint ¼ EðWABÞ � EðW0
AÞ � EðW0

BÞ þ BSSE
¼ DEHL þ DEpol þ DECT

ð2Þ

The derivation of these individual energy terms is based
on the construction of the initial block-localized wave-
function for the dimer WBLW0

AB as well as its self-consistent
form WBLW

AB as

WBLW0
AB ¼ ÂðW0

AW0
BÞ ð3aÞ

WBLW
AB ¼ ÂðWAWBÞ ð3bÞ

In a BLW as Eq. 3, the orbitals belonging to either
monomer A or B are constrained to be mutually
orthogonal, as in conventional MO methods, while
those belonging to different monomers are nonorthog-
onal, as in VB methods. The self-consistent optimization
of the block-localized orbitals in Eq. 3b can be accom-
plished using successive Jacobi rotation as initially
adopted [27], or using Gianinetti et al.’s algorithm [32,
33]. Of significance, Gianinetti and coworkers demon-
strated that the self-consistent-field solution of a wave-
function like BLW can be decomposed to coupled
Roothaan-like equations and each equation corresponds
to a monomer. As a consequence, the overall compu-
tational cost for the BLW method is reduced and be-
comes comparable to the HF method.

With the above definitions of initial and optimal
BLWs in Eq. 3, the energy terms in Eq. 2 can subse-
quently be expressed as

DEHL ¼ EðWBLW0
AB Þ � EðW0

AÞ � EðW0
BÞ ð4aÞ

DEpol ¼ EðWBLW
AB Þ � EðWBLW0

AB Þ ð4bÞ

DECT ¼ EðWHF
ABÞ � EðWBLW

AB Þ þ BSSE ð4cÞ

The Heitler–London energy (Eq. 4a) is defined as the
energy change by bringing monomers together without
disturbing their individual electron densities, while the
polarization energy (Eq. 4b) corresponds to the stabil-
ization of the complex due to the mutual relaxation of
individual electron densities. In this polarization step,
however, there is no penetration of electrons between
two monomers. The extension of electron movements
from block-localized orbitals to the whole complex fur-
ther stabilizes the complex and this energy variation is
denoted as the charge-transfer energy (Eq. 4c). In this
step, the BSSE is also introduced, thus the correction is
completely assigned to the charge-transfer energy term.
It should be noted that DEHL is a sum of electrostatic
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and Pauli-exchange repulsion energies. Since the ex-
change of electrons is a quantum-mechanical effect and
classical force-field approaches have difficulties to for-
mulate the exchange energy separately, here I simply use
DEHL. This also enables us to port the BLW code to
GAMESS to make use of the existing direct SCF codes
[34]. In Eq. 3b, the optimization of WBLW

AB ;where the
orbitals in WA or WB are orthogonal and the orbitals
between WA and WB are nonorthogonal, comprises the
major task of the BLW calculations [11, 27]. The elec-
tron correlation contribution DEcor, which is mostly
responsible for the dispersion phenomenon, can be
estimated by the comparison between the interaction
energies calculated at the HF level and higher levels (in
this work the MP2 level is employed). Overall, the
binding energy DEB is decomposed into deformation
energy (DEdef), Heitler–London energy (DEHL), polari-
zation energy (DEpol), charge-transfer energy (DECT)
and correlation energy (DEcor) terms as

DEBðMP2Þ ¼ DEdef þ DEHL þ DEpol þ DECT

þ DEcorðMP2Þ ð5Þ

Results and discussion

At first I optimized the geometries of WC–AT and GC
base pairs, as well as Hoogsteen AT (H-AT) pair, as
shown in Fig. 1, and their monomers at the MP2 level
with both the 6-31G* and 6-31G** basis sets, using the
Gaussian98 computer program [35]. Table 1 lists the
optimal hydrogen-bond lengths in the base pairs, com-
pared with available data in the literature. The general
survey of Table 1 confirms the importance of electron
correlation to the geometries, which seems a general rule
for hydrogen-bonding systems due to the flat energy
surface around the energy-minimum states. With the
same basis set (6-31G**), optimizations at both B3LYP
and MP2 levels lead to very similar geometries for the
WC base pairs. While theory seems to reproduce the
hydrogen-bond lengths in the AT pair, discrepancies
between theoretical prediction and experimental values
in the GC pair are obvious for the N4–O6 and O2–N2

bond lengths. These discrepancies result from the fact
that the experimental data are from the X-ray crystal-
lography, and molecular environments will impose their
effect on the base-pair geometries, as Guerra and Bick-
elhaupt [24] and Guerra et al. [25, 26] have analyzed
extensively. Notably, recent studies by Šponer et al. with
large basis sets reveal a significant basis-set effect on the
geometries and the hydrogen-bond lengths optimized at
the RI-MP2/cc-pVTZ level are much shorter than the
crystal-structural data and computational results at ei-
ther MP2/6-311G** or HF/cc-pVTZ levels, suggesting a
larger dispersion effect in the DNA base pairs than
previously thought [21].

To gain insight into the nature of the hydrogen bonds
in DNA base pairs, I conducted detailed energy-

decomposition analyses based on the MP2/6-31G**
optimal geometries. Three different basis sets, including
6-31G*, 6-31G** and 6-311+G**, albeit small com-
pared with Šponer et al.’s recent work [21], were em-
ployed to examine the basis-set dependency. The
energetic data are compiled in Table 2. In general, it was
found that all energy terms are stable with the basis sets
and the total binding energies are very close to most of
the other theoretical results in the literature [25, 36, 37],
but about 2–3 kcal mol�1 lower than the aDZ fi aTZ
Helgaker’s extrapolated binding energies due to the
underestimation of dispersion energy with small basis
sets [21]. Notably, the binding energy of the GC pair
(�25.2 kcal mol�1 with the 6-311+G** basis set,
compared with Šponer et al.’s �27.5 kcal mol�1) is
about twice as high as that of the AT (�12.2 kcal
mol�1, compared with Šponer et al.’s �15.0 kcal mol�1)
or H-AT pairs (�12.4 kcal mol�1), whereas the AT and
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Fig. 1 Geometries of, a Watson–Crick ademine–thymine (WC–
AT), b Watson–Crick guanine–cytosine (WC–GC) and c Hoogs-
teen ademine–thymine (H-AT) base pairs
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H-AT pairs have similar binding energies. Since there
are three regular N–HÆÆÆO(N) hydrogen bonds in the GC
pair, compared with two in the AT and H-AT pairs, it is
intriguing to explore the nature of the very high-binding
energy in the GC pair. Examination of individual energy
contributions reveals that the correlation energy term is
comparable in all systems, indicating that the dispersion
force plays the same role in all base pairs. Moreover,
although both the deformation and charge-transfer en-
ergy terms do show differences between the GC and AT
or H-AT pairs, their variations are small. Remarkable
discrepancies are found in the Heitler–London and
polarization-energy terms. Strong electrostatic attrac-
tion and polarization effects are observed in the GC pair.
Apparently, this stems from the favorable dipole–dipole
electrostatic interaction between the guanine and cyto-
sine bases, as widely recognized [21]. As the amine group
is a p electron-donor group while the carbonyl group is a
p electron-acceptor group, guanine and cytosine exhibit
opposite dipole moments in the interfacial region, which
as a result significantly stabilize the complex via classical
electrostatic interaction. In contrast, such a favorable
dipole–dipole interaction does not exist in the AT and
H-AT pairs. The enhanced binding in the GC pair due
to the stabilizing electrostatic interaction and polariza-
tion induced by p-electron resonance seems in accord
with the definition of resonance-assisted hydrogen
bonding (RAHB). RAHB was proposed to explain some
abnormally strong intra- or intermolecular hydrogen
bonds in p-conjugated systems [38–43]. In both guanine
and cytosine, the p-electron resonance from the amine
groups to the carbonyl groups may make the proton
acceptor (carbonyl oxygen) more negative and the pro-
ton donor (amine nitrogen) more positive. On one hand,
this can potentially reinforce the N–HÆÆÆO hydrogen
bonds as the proton acceptor can donate more electrons
to the proton donor. On the other hand, since the p-
electron delocalization in the guanine and cytosine bases
occurs in anti-parallel directions, the binding between
the guanine and cytosine is significantly enhanced due to
the resonance-induced dipole moments.

Similar to Lewis acid–base complexes, the covalence in
hydrogen bonds can be measured by the magnitude of the

charge-transfer effect as the bond is formed by the inter-
action between an occupied donor orbital and virtual
acceptor orbital. However, unlike strong Lewis acid–base
complexes such as BH3NH3, where the charge-transfer
energy is comparable to the overall interaction energy [30,
31, 44], in DNA base pairs I observed a relatively weak
charge-transfer interaction, which accounts for around
20–35% of the overall interaction (excluding the struc-
tural deformation energy and note the Pauli repulsion
largely offset the electrostatic attraction). This indicates a
low covalence in the hydrogen bonds. Interestingly, as
there are two hydrogen bonds in the AT and H-AT pairs
but three hydrogen bonds in the GC pair, the charge-
transfer stabilization energy is roughly proportional to
the number of hydrogen bonds. This linear correlation
will be improved further if the very weak C–HÆÆÆO=C
hydrogen bonding is taken into account (see below). It is
also noted that in Guerra et al.’s analyses, the orbital-
interaction energy term (DEoi) is essentially a sum of the
polarization, charge-transfer and dispersion energies in
our approach [24–26]. Among these three components,
only the charge-transfer term reflects the strength of
covalence in hydrogen bonds. The polarization effect,
which is induced by the mutual influence of two mono-
mers, essentially has an electrostatic origin. Thus, our
current analyses show that, although there is indeed some
covalence nature in the hydrogen bonds in DNA base
pairs, much of the binding energies come from the elec-
trostatic attraction, particularly in the GC pair.

Conventionally, the bonding nature in DNA base
pairs can be illustrated by the frontier orbitals
(HOMO’s and LUMO’s) of individual bases [25].
Alternatively, we can plot electron density difference
(EDD) maps, which can intuitively demonstrate the
electron movement due to either the polarization or
charge-transfer effects. Since the BLW defines a diabatic
state where the electron flow among monomers is for-
bidden, the difference between the electron densities of
the delocalized HF wavefunction WAB and optimal
BLW WBLW

AB uniquely highlights the electron transfer
between the monomers A and B. On the other hand, the
polarization effect can be visualized by the electron-
density difference between WBLW

AB and WBLW0
AB :

Table 1 Comparison of the hydrogen-bond lengths (Å) in the DNA base pairs

Level of theory WC–AT WC–GC H–AT

R(N1–O1) R(N2–N3) R(O6–N4) R(N1–N3) R(N2–O2) R(N1–O1) R(N5N3)–

HF/6-31G**a 3.09 2.99 2.92 3.04 3.02 – –
HF/cc-pVTZ(-f)b 3.06 2.92 2.83 2.95 2.92 – –
BP86/TZ2Pc 2.85 2.81 2.73 2.88 2.87 – –
B3LYP/6-31G**d 2.94 2.84 2.79 2.93 2.92 – –
MP2/6-31G* 2.99 2.88 2.84 2.97 2.95 3.03 2.84
MP2/6-31G** 2.97 2.84 2.81 2.94 2.93 3.01 2.81
RI-MP2/cc-pVTZe 2.86 2.83 2.75 2.90 2.89 – –
X-rayf 2.95 2.82 2.91 2.95 2.86 – –

aŠponer et al. [53, 54].
bBrameld et al. [37].
cGuerra et al. [25].

dBertran et al. [36].
eŠponer et al. [21].
fSaenger [55].
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Figure 2 shows the polarization and charge-transfer
effects in AT and GC pairs, where the red denotes the
gain of electron density while green means the loss of
electron density. In the interface between adenine and
thymine or guanine and cytosine, N–H bond polariza-

tion from hydrogen to nitrogen in all monomers is ob-
served (Fig. 2a, b), whereas hydrogen-bond acceptors
gain electron density from adjacent atoms to prepare for
the formation of hydrogen bonds, which makes these
acceptors lose electron density to the proton donors
(Fig. 2c, d). However, I find that both the polarization
and charge-transfer effects are mostly local, indicating
the secondary role of the p-aromatic rings in the
hydrogen bonding in the DNA base pairs. The only
exception is the polarization in the GC pair (Fig. 2b),
where I see a small polarization involving the aromatic
rings in the guanine and cytosine bases. With the for-
mation of hydrogen bonds, proton acceptors lose elec-
tron density to the opposite protons. This confirms the
sort of covalent nature of the hydrogen bonds in the
DNA base pairs.

To verify our above claim that the hydrogen-bonding
in the DNA base pairs is mostly due to the local
polarization as well as favorable electrostatic interac-
tions further, I designed three simplified models, M1,
M2 and M3, to mimic the interactions in the AT, GC
and H-AT pairs by retaining only the interfacial parts
with unchanged structural parameters as shown in
Fig. 3. Similarly, BLW-ED analyses on these systems
were conducted and the results are listed in Table 3 (note
here the total interaction energy DEint does not consider
the deformation energy). Comparison of the energy
terms in these simplified models with those of complete
DNA pairs reveals interesting information. Firstly, it is
found that the dispersion energy loses about 1 kcal
mol�1 in all simplified models. Secondly, the charge
transfer effect has little change in the AT and H-AT
pairs, but reduces by about 0.5 kcal mol�1 in the GC
pair. This indicates that the covalence in the hydrogen

Fig. 2 Electron density difference (EDD) maps: a and b show the polarization effect in the AT and GC pairs (isodensity 1.2·10�3 a.u.); c
and d show the charge transfer effect in AT and GC (isodensity 2·10�4 a.u.)
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bonds changes only slightly. Thirdly, the polarization
effect reduces slightly in the AT and H-AT pairs (less
than 0.6 kcal mol�1), but a modest reduction is ob-
served in the GC pair (about 2 kcal mol�1). This echoes
the finding in the EDD map (Fig. 2b), which suggests a
slight involvement of aromatic rings in the polarization
of the GC pair. Finally, the biggest impact by removing
the aromatic rings in the DNA pairs is the reduction of
the electrostatic attractions. Table. 2 and 3 show that
there are 2.4 and 2.8 kcal mol�1 reductions in the
Heitler–London energies for the AT and H-AT pairs. In
contrast, for the GC pair, the reduction is as high as
7.5 kcal mol�1. Since Pauli-exchange repulsion decays
more quickly (in exponential function [31]) than the
electrostatic interaction and the binding regions are
unchanged in the simplified model, I reckon that these
energy changes are completely due to the reduction of
electrostatic attractions. In this sense, I feel that the
nature of RAHB is actually the resonance-enhanced
electrostatic attraction and polarization effect, as the
covalence in hydrogen bonds has only slight changes. To
confirm this claim, we can further analyze individual
hydrogen bonds in DNA base pairs with simple models,
such as those shown in Scheme 1 for the AT pair, where
the hydrogen bond lengths and orientations retain as in
the base pair. With the 6-311+G** basis set, I
computed the charge-transfer energies in the N–HÆÆÆO
and NÆÆÆH–N hydrogen bonds which are �0.7 and
�2.8 kcal mol�1, respectively. The low value in the
N-HÆÆÆO bond may originate from the longer bond dis-
tance (2.97 Å) than the NÆÆÆH–N bond (2.84 Å). Never-
theless, the sum of the charge-transfer energies in these
two simple models without any resonance assistance

(�3.5 kcal mol�1) accounts for most of the charge-
transfer stabilization energy in the AT base pair
(�4.8 kcal mol�1), indicating the limited enhancement
of the hydrogen bond strength due to the resonance
(Scheme 1).

The possible role of the C–HÆÆÆO=C hydrogen bond
in biological structures and functions has been widely
discussed [45–52], primarily due to the large number of
this kind of bonds in biosystems. To investigate the C–
HÆÆÆO=C hydrogen bond in the AT pair, I further re-
moved the carbonyl group in model M1 to generate
model M4, as shown in Fig. 3d. The results of the sub-
sequent energy decomposition analysis of M4 are also
listed in Table 3. Compared with model M1, once again
the largest energetic change comes from the electrostatic
interaction, which accounts for around 2.5 kcal mol�1

of 3.2 kcal mol�1 reduction in the total interaction. The
removal of the carbonyl group reduces the electron-
transfer stabilization by 10%, suggesting extremely weak
covalence in C–HÆÆÆO=C hydrogen bonding, whose
interaction is dominated by the electrostatic forces. Here
the allocation of a small fraction of the charge-transfer
energy to the C–HÆÆÆO=C hydrogen bond further legi-

Table 3 Energy contributions to the interaction energy in reduced model systems (kcal mol�1)a

Energy term 6-31G* 6-31G** 6-311+G**

M1 M2 M3 M4 M1 M2 M3 M4 M1 M2 M3 M4

DEHL 1.0 -3.5 0.4 3.4 0.7 -3.7 0.2 3.2 2.4 -1.5 1.8 5.1
DEpol �4.6 �8.8 �4.8 �4.3 �4.6 �8.8 �4.8 �4.3 �5.2 �9.4 �5.4 �4.9
DEct �4.1 �5.1 �4.0 �3.6 �4.2 �5.2 �4.2 �3.8 �4.8 �5.6 �4.8 �4.3
DEcorr �2.5 �2.3 �2.9 �2.5 �2.6 �2.4 �3.0 �2.7 �2.7 �2.5 �3.1 �3.0
DEint �10.2 �19.7 �11.3 �7.0 �10.7 �20.1 �11.8 �7.6 �10.3 �19.0 �11.6 �7.1
aStructural parameters are based on the optimal geometries of DNA base pairs at the MP2/6-31G** level.

Table 2 Energy contributions to the binding energies in nucleic acid base pairs (kcal mol�1)a

Energy term 6-31G* 6-31G** 6-311+G**

WC–AT WC–GC H–AT WC–AT WC–GC H–AT WC–AT WC–GC H–AT

Deformation energy (DEdef) 2.5 4.4 2.3 2.5 4.4 2.2 2.6 4.4 2.2
Heitler–London energy (DEHL) �1.4 �10.9 �2.4 �1.7 �11.2 �2.7 0.0 -9.0 �1.0
Polarization energy (DEpol) �5.2 �10.4 �4.9 �5.2 �10.4 �4.9 �5.9 �11.1 �5.7
Charge-transfer energy (DEct) �4.1 �5.5 �3.9 �4.3 �5.6 �4.1 �4.8 �6.1 �4.6
Dispersion energy (DEcorr) �3.8 �3.1 �3.7 �3.7 �2.6 �3.3 �4.1 �3.4 �3.3
Binding energy (DEB) �12.0 �25.4 �12.6 �12.4 �25.4 �12.8 �12.2 �25.2 �12.4
aStructural parameters are based on the optimal geometries at the MP2/6-31G(d,p) level.
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timates our claim that the RAHB is of the electrostatic
rather than charge-transfer nature.

Conclusion

There have been controversies regarding the nature of
hydrogen bonds. While all experimental and theoretical
studies confirm the directionality of hydrogen bonds, in
accord with the definition of covalent bonds, a wide-
spread belief is that hydrogen bonds are predominantly
electrostatic in nature. The present studies of the DNA
base pairs show a modest charge-transfer effect between
pairing bases, and the charge-transfer stabilization ac-
counts for only 20–35% of the overall interaction en-
ergy, while both the electrostatic (which is largely
cancelled out by the Pauli-exchange interaction) and
polarization energies play larger roles than the charge-
transfer effect in the binding of base pairs, notably in the
GC pair. This suggests a low covalence in the hydrogen
bonds. Guerra et al.’s recent work, however, concluded
a much more significant role of the electron-transfer
effect in the DNA base pair than previous and current
analyses and they found that donor-acceptor orbital
interactions (i.e. charge transfer) is of the same order of
magnitude as the electrostatic interaction term [24, 25,
26]. However, it should be noted that the orbital-inter-
action energy term in their analyses is composed of both
the polarization and charge-transfer effects, and the
former is of electrostatic origin.

Further analyses show that the strong binding in the
GC results from favorable dipole-dipole electrostatic
interaction between the guanine and cytosine bases,
which is assisted by the p-electron delocalization from
the amine groups to the carbonyl groups in both bases
(but in reversal directions). I find that the p-electron
delocalization in DNA bases strengthens the hydrogen
bonds very moderately, and most of the enhanced sta-
bilization due to p-resonance comes from the electro-
static and polarization effects. As a consequence, I
recommend the terminology ‘‘resonance-assisted bind-
ing’’ instead of ‘‘resonance-assisted hydrogen bonding
(RHAB)’’ to emphasize the electrostatic rather than
electron-transfer nature of the enhanced stabilization in
DNA base pairs.
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